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AUGMENTING LARGE REASONING MODELS WITH
CONTRASTIVE GOAL-CONDITIONED RL

DEVAN SHAH, KEVIN WANG, DAVID YAN
APPROACH CONTRASTIVE CRITIC
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state-action Goal encoder, 1(g) self-supervised actor-critic loop for goal-conditioned reasoning.
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