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Recurrent Neural Networks
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● O(L) time complexity

● But sequential

○ Need            to compute

● Unstable (exploding/vanishing gradients)
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● People tried other variants

○ LSTMs (long short-term memory)

○ Same idea, just more bells and whistles
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RNNs are slower than a 
Transformer in practice.
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Transformers
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Image source: https://github.com/d2l-ai/d2l-en

Self-attention
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Self-attention scales as O(L2) 
in sequence length.
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Image source: Child et al. (2019)

Self-attention
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Can we do better?

Efficient and provable RNNs 
for long contexts?
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Spectral filtering
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Linear dynamical systems
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Learning optimal weights for 
factors of A, B, C, D is hard 
(non-convex)
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Learning optimal weights for 
relaxed parameterizations is easy 
(convex)
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● Consider the one-dimensional case (A = a, B,C = I, D = 0 for simplicity)

● We are interested in vectors of the type  

Intuition
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It’s a Hankel matrix!
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Eigenvalues of Hankel 
matrices decay 
exponentially.
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†Figures from the Spectral SSM paper (arXiv: 2312.06837
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Featurization.
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● Set                          to be the top-k eigenvectors of the system matrix Z

● Featurization is the convolution of input sequence with filters

● These filters are universal – they work for any sequence prediction task!

● Convolutions using FFT run in O(L log L) time

○ Featurizing with k filters runs in O(k⋅L log L) time

○ Suffices that k ~ O(log L), so we get roughly O(L log2 L) time

● Convolutions = GPU-friendly!

○ NOT sequential, unlike RNNs

○ ==> Asymptotic analysis is meaningful

● Theoretical guarantees

○ Sublinear regret on the order of            (near-optimal!)
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Fixed Featurization 

Learned params M,
scales as e-i/log(L) 

so k ~ log(L) 

Fixed featurization 

*𝜇(𝛼) for any 𝛼 has all but 𝜖 mass concentrated on the top eigenvectors of Z.  
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Spectral Transform Unit
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Input 
sequence

Learned projections

Fixed Spectral filters 
(precomputed) 

Output 
prediction
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Models

STU Flash STU
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†Figures from the Flash STU paper (arXiv: 2409.10489)
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†Figures from the Flash STU paper (arXiv: 2409.10489)
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Experiments



Tasks

LDS Robotics Language Modeling
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LRU (Orvieto et al. 2023)

● Diagonal A (complex)

● Stable Exponential Param.

○

● Ring Initialization

○ Ensure 

● 𝛄-normalization

○ Multiplier on B adapted to A

○ Prevents loss blowup at init

LRU required all interventions to train.

STU trained out of the box with zero init.

Linear Dynamical Systems
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● Zero hyperparameter tuning needed for filters

● Stable training out-of-the-box

● Friendly “loss landscape” to optimize

● Theoretical guarantees on performance

Robotics











Transformers RNNs / SSMs STU

O(L2) complexity O(L) complexity O(L log L) complexity

Powerful but slow Fast but unstable Fast AND stable

Memory hungry Training tricks needed Simple to train
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Current work









Length Generalization
How to appropriately define length generalization? 
New definition: Asymmetric Regret   
 

New Result: 

● Spectral Transformers can achieve vanishing asymmetric regret 
despite observing a small fraction of the context

● Novel Tensored formulation for Spectral Transformers

○ arbitrary length extrapolation / length generalization



Confidential — Google DeepMindAsymmetric Regret

How to define length generalization?    
The asymmetric-regret:  

Prediction algorithm uses 
context of length L’ << L

Best predictor w. context length 
L



Confidential — Google DeepMindTensored spectral filters

 Tensor decomposition property of the Vandermonde vectors:
 

 
  

 ⇒  New Tensored filtering algorithm!

 
  

 ⇒ Improper relaxation

 
  



Confidential — Google DeepMindNEW: provable length generalization!

 Theorem:  let y1,...,yT be generated from marginally stable LDS, then STU algorithm guarantees:
 

 
  

 ⇒ length generalization from root(T) to T !

 
  





Fast Inference
Generating 1 token:

● Transformers - O(prompt length + generation length) - memory & compute

● RNNs/SSMs - O(1) - memory & compute

● Convolutional Models - 
○ Naively same as attention   

New Result:   O( log2 L ) – compute
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FutureFill

● The future contribution of the current token can be computed now
○ Not possible for attention

Use FFT to compute FutureFill in time L log(L)



Recursive FutureFill

Idea can be applied recursively to achieve O(log2 L) compute

concat. +

Compute Recursively Compute Recursively Future Fill via FFT





Fast Inference

● After training a Flash STU (Language) model, we 
distill the STU layers into LDS layers

○ O(1) token generation
○ Allows for (very) fast language models 

Generating 1 token:

● Transformers - O(prompt length + generation length) - memory & compute

● RNNs/SSMs - O(1) - memory & compute

● Flash STU - O(k log L) ≈ O(log² L) - compute

● Ongoing:  Flash Distilled STU  - O(1) - compute



Confidential — Google DeepMindDistilling STU layers into LDS layers



Confidential — Google DeepMindBut isn’t learning the LDS layers hard?
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In practice, fitting an LDS becomes feasible when we learn the signal from an STU. 

We hypothesize the STU denoises the signal and, because it 
represents similar functions as an LDS, changes the signal to  
something an LDS can learn. (Ongoing)

However, this is a slight oversimplification – despite trained STUs being learnable by an 
LDS, a randomly initialized STU cannot be learned by an LDS.  

What makes the STUs trained from data “special”? (Ongoing)



Confidential — Google DeepMind

○ STU, a new deep neural network architecture!

○ Subquadratic time complexity

○ Can provably learn symmetric marginally stable LDS

■ Can still learn more difficult settings in practice

○ FutureFill - subquadratic inference speed, memory

○ Provable length generalization (new!)

○ STU to LDS Distillation - O(1) Language Models

○ Robust to hyperparameter changes, “just works”

○ Can scale up all the way to LLM size

Recap 
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Thanks!


